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Abstract. Detecting potentially viral topics on Twitter has been the subject of numerous studies, and several monitoring platforms offer alerts for emerging topics to their users. However, solutions based on semantic analysis of publications are often imprecise and ineffective. In this article, which results from a research project, we propose a methodology based on the application of AI to metrics from Social Network Analysis, which analyses the dynamics of exchanges on social networks. We identified 'micro-influencers' who are active on six societal topics. Micro-influencers are interested in new topics ahead of opinion leaders, and their activism allows them to be picked up outside their communities: they are therefore precursors to the virality of new emerging topics in the public sphere. By applying AI to the dozens of metrics offered by the Gephi Social Network Analysis software, we defined a machine learning model capable of successfully identifying these micro-influencers. To do this, we used an innovative tool that makes it possible to compare the effectiveness of several dozen machine learning models.
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Introduction

The online digital traces left by internet users, which provide information on real social activity¹, are extremely numerous and rich on social networks such as Facebook, Twitter, and LinkedIn, which have hundreds of millions of daily users worldwide, and several tens of millions in France. These services store data on user-posted messages and related interactions, making them amenable to quantitative and automated analyses on large data sets².

However, the volumes of information from social networks are growing exponentially, making their analysis using traditional methods very complex. **While social networks themselves offer dedicated tools, these are often biased and effectively black boxes**, meaning that information is not equally disseminated to their users.

The algorithms of social networks, especially Twitter, determine which publications will and which will not receive visibility, and are therefore potentially viral. **This particularly favours emotional reactions to current events**, and controversy between two irreconcilable camps. The real-time subjects highlighted by social networks often correspond to hot reactions exploitable only in crisis management. Interpreting events through online data, especially those from social networks, must also be approached with caution: depending on the topic and context, the interpretation of this data must be adapted. Several studies have been conducted and tools developed to anticipate trends or analyse opinions, particularly through semantic analysis of the text of publications (Boyadjian, Velcin, 2017). **Automatically analysing the polarity of messages, especially identifying sarcasm and irony, is extremely complex**, and even researchers may have divergent interpretations. Under these conditions, the results brought by AI will be at best generic and therefore poorly suited to detecting new information.

In this article, we have chosen a different approach: the analysis of interactions between profiles generated by publications on Twitter. **More than the content of the message, it is the resulting dynamic between individuals who exchange, question, support, or confront each other that interests us**. This dynamic, which takes different forms, can be found regardless of the language or terms used. **It will highlight specific characteristics of individuals essential to the virality of information, and thus anticipate weak signals announcing a potentially viral subject.** Through the characteristics of information diffusion, which can be mathematically described via social network analysis, and by precisely analysing actors in different data sets, **we will show that it is possible to train a machine learning model to identify these micro-influencers, often at the origin of virality on Twitter**. Thus, without focusing on the content of posted messages or the personal data of those who share them, it is possible to identify new thematics likely to become viral.

**As part of a research project conducted between October 2019 and June 2020, we studied several Twitter data sets.** This project was funded by the CHEMI (Centre des Hautes Etudes du Ministère de l’Intérieur) and followed by the
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ENSP (Ecole Nationale Supérieure de la Police). The data from these data sets were qualified using a methodology presented in an article on training machine learning models to identify signals related to information becoming viral. More than technological resources, it is the understanding of these interactions combined with the comparison of different algorithms that will allow for the effective training of a functional AI. The first part of the project explains our methodology for identifying micro-influencers. It involves combining social network analysis and the study of human economic networks to precisely identify certain actors who push a subject and ultimately propel its virality. The second part describes the process of analysis and manual qualification of data used through the detailed analysis of one of the data sets with the Gephi social network analysis tool. After defining the Twitter accounts at the origin of the virality of the information in the test data sets, the use of the DataRobot data intelligence tool makes it possible to compare the effectiveness of dozens of open-source machine learning models. Finally, the third part involves using AI through the competition of several dozen machine learning algorithms. This innovative methodology removes any limitation to a single type of AI for identifying the micro-influencers at the origin of the virality of exchanges.

**Combining social network analysis and analysis of human networks**

This work proposes to combine the tools of Social Network Analysis and a renewed analysis of human networks, both of which highlight different forms of leadership specific to the globalisation of economies, where traditional hierarchical approaches no longer work. The goal is to better understand the dynamics of the network and the exchanges of emitter accounts. The analysis is not so much interested in opinion leaders who are capable of mobilising strongly, since their messages will then be quickly picked up by their networks, generating a certain virality that will nevertheless be limited to this network. The analysis aims instead to identify barely visible influencers, or ‘micro-influencers’. These are generally defined as actors with few followers on Twitter, but influential among different communities with whom they generate more interactions than accounts with a similar number of followers.8 It is indeed when several communities pick up on information that it becomes viral on Twitter.9

The study of the role of micro-influencers on the Twitter social network mobilises economic and social literature that deals with go-between leaders, highlighted by the role of ‘weak ties’ in different human networks: organisations,


In these complex networks, there are multiple connections between actors that the go-between leader will connect. These go-between leaders, or ‘information passers’, have been less studied than economic leaders because the latter are at the origin of product and organisational innovations thanks to their ability to impart a long-term vision to the network. However, these two types of leader are complementary in complex societies where information and knowledge play an increasingly important role. This type of leadership constitutes ‘a bridge’ between different networks of actors, by circulating information and thus increasing the number of interactions between actors, which promotes the emergence of a consensus specific to leading concrete actions.

In particular, the go-between leader thinks about the best way to bring actors together to create immediate actions with the support of several communities, whose interests may be different, but who unite for specific actions over time. To do this, the go-between leader mobilises three key competencies: knowing how to connect different weak ties, knowing how to create a common mindset that compensates for long-term goal divergences, and knowing how to initiate measurable and step-by-step concrete actions. To achieve this, the leader relies on various tools: disseminating information beyond his or her network, progressive action, and defining intermediate objectives to be achieved. The characteristics of go-between leaders are found on the Internet among micro-influencers because they too are highly involved in different networks that can be complementary or opposed. The latter are particularly capable of contributing to the virality of a subject on Twitter and on the Internet, when initially this subject remained limited to a few communities.

Exploiting the algorithms of the Gephi tool (research software dedicated to social network analysis)

The field of research in Social Network Analysis uses a community analysis tool through information mapping: Gephi (Bastian, Heyman, Jacomy, 2009). This free and open-source tool is increasingly used by social network analysis professionals, as it allows for very effective and precise interpretation of large Twitter data sets. By providing a mapping of Twitter exchanges based on tweets and mentions.

from accounts, **Gephi provides a visualisation of the network of actors.** The position of Twitter accounts is determined by the Force Atlas 2 spatialisation algorithm which highlights communities corresponding to interactions. **By analysing retweets and mentions, we can precisely analyse the relationships between actors on a given subject on Twitter, especially on specific topics.** Gephi’s algorithms are able to calculate several metrics to analyse interactions between the studied tweets, in particular the Betweenness Centrality, which identifies the actors at the centre of exchanges between the different communities of a corpus of tweets, who are not highly retweeted. Micro-influencers correspond to these actors (Fig. 1).

**Fig. 1. Representation of micro-influencers in a network (highlighted in red)**

Combining Gephi’s algorithms through filters enables more precise analysis elements for identifying the types of influencers contributing to information propagation (Sylvestre, 2017). If we focus on Twitter accounts capable of disseminating information to other communities and thus contributing to virality, we will first look for those who are both influential within their own community and in other communities. These are ‘global’ opinion leaders. However, accounts with low influence within their own community but also outside are also essential to information diffusion: these are micro-influencers. It is these that we will seek to identify automatically through machine learning models in this article.
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17 M. Grandjean, A social network analysis of Twitter: Mapping the digital humanities community, Cogent Arts & Humanities, 2016.
Tab. 1. Identification of influencer types on Twitter via Gephi

<table>
<thead>
<tr>
<th>Shared by other communities</th>
<th>Shared only by their own community</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Significant influence in a large community</strong></td>
<td><strong>Global opinion leader:</strong> (Economic leader): Twitter account highly influential on the topic studied (Viral information, transpartisan…) increasingly rare. <strong>Classic opinion leader:</strong> Twitter account heavily retweeted by their subscribers but does not extend beyond its network.</td>
</tr>
<tr>
<td><strong>Significant influence in a small community</strong></td>
<td><strong>Micro-influencer (go-between leader):</strong> Twitter account modestly influential in its network but capable of being replicated punctually (expertise, viral information…) <strong>Classic Twitter user</strong></td>
</tr>
</tbody>
</table>

*Source: Authors’ own elaboration.*

**Importance of micro-influencers in Twitter exchanges**

Classic opinion leaders are not relevant for defining an algorithm to detect the virality of exchanges. *Their messages are quickly picked up by their followers but generate increasingly weaker virality outside their community.* With the power of networks, any user can now become influential on Twitter by involving their community.21 Activist actors, even with little influence, by benefiting from strong engagement from their community, can be picked up by other nearby communities and therefore spread their messages more widely. We are interested in the specific role of micro-influencers, who are both closer to their network and more suited to long-term influence-building processes. They have the ability to quickly build a network, sometimes from profiles with aliases, as soon as they publish interesting or quality content. For example, the Twitter account @souverainetech became a reference on the French Twitter in technological sovereignty at the end of 2020 (Fig. 2.) and was picked up by experts in the sector, politicians, and IT actors.22
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Micro-influencers on the Internet, like go-between leaders in the real economy, play a key role in a knowledge society because they have the ability to connect different human networks with divergent interests within social networks on the Internet or within competitiveness clusters in the real economy. **Opinion leaders need intermediary leaders** (go-betweens/micro-influencers) **to translate these long-term objectives into concrete practices in the short and medium term**, and to ensure that all network members will have a stake in collaborating to achieve this objective.23 These leaders, who have an intermediate position in the network (**Tab. 1.**), are often difficult to identify because they use their personal and human relationships, which remain non-linear.24

### Identification and analysis of micro-influencer characteristics on different data sets

In the context of our research work with CHEMI, we decided to analyse data related to various societal topics. Indeed, whether it is classical activism, the dissemination of false information, or influence operations, **this type of topic always has the characteristic of emerging from actors with little influence, occasionally**
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relayed by opinion leaders, with uneven success. We have therefore chosen topics that have been widely discussed, in order to analyse and identify the role of micro-influencers in making them viral. The choice of Twitter data was made according to the following four criteria:

- Publications correspond to a subject or issue championed by an activist movement seeking to influence the public;
- Speed of virality of the tweets, which can vary over time;
- Diversity of subjects: local issues, fake news, societal problems, etc., in order to verify that the subject or actors as such do not influence the virality;
- Temporal proximity to the topics, here between November 2018 and January 2020.

The analysis of the different data sets allowed us to step back from the virality of social networks and to understand the context and actors involved. The objective of this work is not to propose a detailed analysis of the context and actors of these various mobilisations. Rather, the goal is to compare the communities at work and identify micro-influencers. We will then seek to identify these leaders through AI. The aim is to minimise the analysis biases, which are often very frequent in AI applications, when the context of the data being analysed is not taken into account (Alkhatib, Berstein, 2019). The analysis thus seeks a diversity of actors and issues to verify the ability of AI to identify micro-influencers, regardless of the subject of the data corpus. All tweets were analysed using the same methodology, exploiting Gephi algorithms (Tab. 2.).

Tab. 2. Different data sets studied by themes and periods

<table>
<thead>
<tr>
<th>Subject</th>
<th>Themes</th>
<th>Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-speciesism Environment</td>
<td>Environment/animal rights</td>
<td>September 2018–May 2019</td>
</tr>
<tr>
<td>Marrakech Pact</td>
<td>Far right/Immigration</td>
<td>November–December 2018</td>
</tr>
<tr>
<td>EuropaCity</td>
<td>Environment/opposition to a national project</td>
<td>September–October 2019</td>
</tr>
<tr>
<td>Extinction Rebellion in Italy 2</td>
<td>Environment</td>
<td>August–October 2019</td>
</tr>
<tr>
<td>Extinction Rebellion and Lafarge</td>
<td>Environment/opposition to a local project</td>
<td>January–March 2020</td>
</tr>
<tr>
<td>ZAD Dune</td>
<td>Environment/opposition to a local project</td>
<td>January–March 2020</td>
</tr>
</tbody>
</table>

Source: Authors’ own elaboration.

The data sets of tweets were compiled by selecting relevant keywords and hashtags for the chosen subject over an extended period to accurately target the analysis of active communities. Simultaneously, the data was checked to ensure that errors did not prevent the collection of essential tweets for analysis. Most research on Twitter targets hashtags (Rambukkana, 2015) or terms defined within a limited framework that may not necessarily be suitable for user practices.
Such an analysis of communities using Gephi will thus be partially biased if all modes of expression of the studied subject are not captured. To ensure extended collection of tweets for each subject studied, students from the Angers Master's degree in Economic Intelligence conducted an analysis of the context to identify the main actors, their themes, and the chronology of the subject under the supervision of the authors. Most research targeting Twitter data relies on its free Application Programming Interface, which provides access only to part of Twitter data. Therefore, this collection leads to specific biases in the studied corpus.

We used paid access to Twitter’s Firehose via the Visibrain monitoring platform. Twitter is the only social network to monetise access to the entirety of its public data. This exhaustive access is thus guaranteed by contract. One of the authors of this study developed with Visibrain a tool to export Twitter data adapted to Gephi, which allowed us to empirically verify the quality of the analyses.

The example of the Marrakech Pact fake news was chosen for our micro-influencer qualification method. The viral impact of this fake news forced the French Elysée to refute it, indicating the crucial importance of being able to identify potential successes of influence actions beforehand. The analysis of the Marrakech Pact corpus carried out to identify micro-influencers and thus qualify the data before applying AI will be presented. The same methodology was employed for the other Twitter data sets.

Fake News about the Marrakech Pact on migration issues

The ‘Global Compact for Safe, Orderly and Regular Migration’ (Marrakech Pact) was signed during an intergovernmental conference held from December 10 to 11, 2018, in Marrakech. Its objective was to clarify migration issues at the international level and was the result of several months of work by United Nations (UN) member states. In several countries, relying on the limited media coverage of the subject, anti-immigrant parties and politicians spread rumours about the consequences of this pact: a surrender of sovereignty to the UN on migration issues, complete opening of borders, etc. This strategy of manipulating information, carried out by far-right activists, allowed this subject to take on such
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25 The Twitter data corpus was tested and analysed by the students of the Master's degree program in Competitive Intelligence and Strategic Intelligence (M2 IESC) at Angers during the academic year 2019–2020, as part of their supervised project conducted by the authors of this article.


a magnitude in just a few weeks that a yellow vest demonstration was organised on December 8, 2018 (Fig. 3), and the official website of the Élysée had to deny the ‘Fake News’ on December 10, 2018.

On Twitter, the hashtag #Pactedemarrakech appeared on November 18, 2018, through the Belgian far-right party Vlaams Belang, which was opposed to the signing of the Pact. In France, before the appearance of the hashtag, it was the far-right activist Julien Rochedy who first gave the subject visibility. The Marrakech Pact was then regularly mentioned by small communities linked to the far right, until the subject was taken up by national elected officials from December 3 onwards, becoming viral until the first demonstration was organised in Belgium on December 8 (Fig. 3). In total, nearly 300,000 tweets in French mentioned the Marrakech Pact in three weeks.

Fig. 3. Analysis of the spread of tweets about the Marrakech Pact via the Visibrain software between 16/11/2018–16/12/2018

Source: Authors’ own elaboration.

Fig. 3 shows that despite the initial involvement of far-right leaders such as J. Rochedy and R. Camus, it took several weeks for this fake news to be relayed in the media, notably through M. Le Pen

**Micro-influencers proved to be essential in the spread of this fake news**

From November 17th to December 8th, 2018, 67,450 tweets mentioning the Marrakech Pact were disseminated by 16,335 active Twitter accounts. Using the Gephi Social Network Analysis software, it is possible to identify 700 communities, the top 8 representing more than 70% of the Twitter accounts (Fig. 4.). Only communities with influential leaders (opinion leaders) were influential
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and got a significant number of retweets. The two main communities, in purple and green, respectively, correspond to supporters of the far right party Rassemblement National and the French conservative party Les Republicains. Their weight is similar, around 16% of the total Twitter accounts. The different communities have here a specific discourse, a discourse that is always found on any viral controversy topic: Valerie Boyer (LR) is surprised that the subject does not lead to more debate and mentions the Yellow Vests, while Marine Le Pen attacks more directly using the hashtag #immigrationdemasse.

Fig. 4. Gephi mapping of the 100 most influential Twitter accounts (Eigenvector calculation) on the Marrakech Pact between 17/11/2018–8/12/2018

Source: Authors’ own elaboration.

This mapping of the most mentioned accounts does not identify the accounts at the origin of the virality of this fake news. By applying the betweenness centrality calculation (Fig. 5–A. and 5–B.) and a filter, it is possible to highlight the accounts at the centre of the exchanges, that is to say, the micro-influencers. We have highlighted in green the accounts that were actually active before December 2 — the day the subject went viral:

We can observe that the majority of micro-influencers do not belong to the main political communities, but to activist groups outside of them. The accounts highlighted in green have few followers but are very active and especially very retweeted by their communities, which have exchanged with each other on this subject. In the first three weeks from November 17, 2018 to December 2, 2018, 8,226 tweets were shared by 3,894 users. It was this short period that was decisive in attracting the attention of various political leaders to the Marrakech Pact and making it go viral. A second analysis of the publications was therefore conducted on this specific period. The Gephi mapping of this corpus identifies 30 communities, which is consistent with an emerging and invisible topic in the public sphere. The first three communities in green, blue, and purple represent 50% of the exchanges (Fig. 5-B.). These three communities communicate in different ways, but they mention each other through their micro-influencers, which multiplies their effectiveness: one highlights a ‘UN pact on migration’, another calls out far-right personalities, and the last is Belgian but relayed by their French network. Whereas the communities of opinion leaders do not communicate with each other, micro-influencers on the same subject mention each other to get more reach.
The Aix-la-Chapelle Treaty of cooperation between France and Germany, signed a few weeks after the Marrakech Pact on January 22, 2019, confirms the importance of micro-influencers in the virality of fake news. Bernard Monot, a member of the European Parliament for the Centre-Massif Central region, ex-National Front and member of Debout la France, posted a video on Facebook and YouTube on January 11, 2019, announcing that the treaty would lead to the cession of Alsace to Germany. The information was widely shared by some far-right national politicians, but the micro-influencers who spread the fake news about the Marrakech Pact did not disseminate it. The information remained confined to more or less isolated communities, preventing it from achieving the same virality as the Marrakech Pact, most likely because the subject did not interest them. This shows that opinion leaders alone are not always capable of spreading a message widely: the participation of micro-influencers to reach multiple communities is essential. These ‘ordinary influencers’ are one of the keys to virality on Twitter.\(^{30}\)

However, the use of Social Network Analysis algorithms alone is not sufficient to detect them: the betweenness centrality score, which is the most appropriate choice, generates numerous false positives that require manual verification of the accounts in question. We therefore propose a detection model using machine learning to more easily identify micro-influencers.

### Detecting micro-influencers using AI

The various data sets analyses carried out in this research have enabled us to identify active micro-influencers before the subjects become viral. By analysing the properties of these actors with Social Network Analysis, we will train an AI to recognise micro-influencers by exploiting all the algorithms of social network analysis.

### Methodology for data qualification and preparation

We used AI in a supervised learning framework, meaning we indicated the goals we are looking to achieve with the algorithms. We performed the same analyses for each corpus as for the Marrakech Pact to identify the micro-influencers behind the virality of each topic. We then indicated them as targets in the processing file for machine learning (Tab. 3).

All personal data of Twitter accounts were removed for analysis, with each account given a random identifier. This allows us to use AI while respecting the GDPR (General Data Protection Regulation) since only variables related to the dynamics of exchanges on a topic are relevant for the analysis. Twitter accounts of nationally influential personalities or organisations, and therefore opinion leaders, are not selected as targets for the algorithm. They are still indicated in the corpus to verify their potential relevance, knowing that the dynamics of propagating a topic cannot be explained solely by their intervention. This methodology ensures that the AI tool will seek to identify the properties of micro-influencers above all.

### Tab. 3. Determining the number of micro-influencer targets for AI per data set and their role

<table>
<thead>
<tr>
<th>Subject</th>
<th>Total # of Twitter accounts</th>
<th>Number of targets</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-speciesism Environment</td>
<td>1,863</td>
<td>30</td>
<td>Training</td>
</tr>
<tr>
<td>Pact of Marrakech</td>
<td>4,671</td>
<td>58</td>
<td>Training / Holdout</td>
</tr>
<tr>
<td>EuropaCity</td>
<td>4,051</td>
<td>101</td>
<td>Training</td>
</tr>
<tr>
<td>Extinction Rebellion Italie 2</td>
<td>3,186</td>
<td>35</td>
<td>Training / Holdout</td>
</tr>
<tr>
<td>Extinction Rebellion and Lafarge</td>
<td>4,422</td>
<td>75</td>
<td>Validation</td>
</tr>
<tr>
<td>ZAD Dune</td>
<td>658</td>
<td>25</td>
<td>Validation</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>18,851</strong></td>
<td><strong>324</strong></td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors’ own elaboration.
For each data set, we obtained between 50 and 100 targets for the AI, out of a total of 1,000 to 4,000 values. **It is therefore a very limited data set that is used to define the most sensitive alert thresholds possible.** The importance of accessing the Twitter Firehose to train a predictive AI model on Twitter is inherent to the functioning of machine learning: not having access to all the data will further limit the capabilities of the AI, which will work on a biased statistical model.

**All micro-influencers have a betweenness centrality score on Gephi greater than zero. However, this value alone is not enough to define an account capable of disseminating information widely among important communities.** The challenge of applying AI is, therefore, to identify other criteria than betweenness centrality, based on the various algorithms and calculations proposed by Gephi.

To effectively train the AI, we then exploited all the metrics available with Gephi, which allowed us to measure the importance of each for selecting targets. The algorithms used were: Indegree, Outdegree, Degree, Weighted degree, Weighted Indegree, Weighted Outdegree, Eccentricity, closeness centrality, harmonic closeness centrality, betweenness centrality, Clustering Coefficient, pageranks, component number, strong component, Cluster clustering, eigencentrality, Authority, and Hub.

As it is very difficult to identify the right machine learning model for an innovative research project, **we chose to use the Datarobot tool, which automates the application of dozens of machine learning models to identify those that offer the most relevant results.** This developing approach makes the application of machine learning more accessible by reducing the need for data scientist expertise and limiting the risk of project failures due to the choice of an inappropriate algorithm. This innovative approach provides a significant time saving for research projects and proofs of concepts related to AI.

**Data analysis procedure with machine learning**

The analysis model was built with a data scientist from the Mydral company, an expert in the Datarobot software, which allows the use of dozens of machine learning algorithms. Several dozen machine learning models are used in parallel by Datarobot and compared with each other to select the best model. **We divided the six data sets corresponding to the analyses of each corpus as follows: four sets for training the machine learning models, two sets for validating and classifying the models according to their efficiency, and two sets for hold-out validation, which verifies the correct treatment of the data (Tab. 3.).** The objective is to detect micro-influencers as accurately as possible while limiting the number of false positives.

**Implementation of machine learning models**

All micro-influencers have a betweenness centrality score greater than zero, which determines their ability to reach other communities. This therefore creates
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a dependency on betweenness centrality for the AI processing. This poses a problem, as we are looking for other properties that can identify a micro-influencer.

We therefore set aside the betweenness centrality score for processing by machine learning algorithms to improve the prediction model (Fig. 6). We identified metrics that make it possible to detect micro-influencers (in addition to betweenness centrality): quantity of mentions (‘weighted indegree’), number of incoming links (mentions, ‘indegree’), number of followers of an account, concentration in a cluster, and number of indirect links (‘eigencentrality’).

**Fig. 6. Comparison of the weight of each variable calculated through Gephi in the detection of micro-influencers after removing the betweenness centrality variable**

Source: Authors’ own elaboration.

**Low impact of the number of subscribers on tweet virality**

Accounts with a high number of subscribers bias the reality of the distinction between a target and a non-target account. The artificiality of these accounts in a network is confirmed by the fact that statistically, centrality indicators are observed after qualifying the account as a target or not. **This result confirms that the number of subscribers does not affect influence.**

We were able to formalise an inverse relationship between the average probability of being a micro-influencer and the number of subscribers of the account, which clearly confirms the work on the importance of ‘weak links’ by Granovetter (1973) and Crozier (1977). Similarly, there is an inverse relationship between the concentration of the community to which an account belongs and its average probability of being a micro-influencer. By applying undersampling of negative target values over-represented in the test data sets, we developed a model that can identify 100% of true micro-influencers with a false positive rate ranging only between 22% and 27%.

**Effectiveness of the machine learning regression model**

The algorithm that yielded the best results corresponds to a descent direction model, designed to minimise a differentiable real function defined on a Euclidean
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32 M. Cha et al., op. cit.; Beauvisage et al., 2011.
space or, more generally, on a Hilbert space. This model corresponds to the Elastic-Net Classifier. It is part of the family of machine learning models by regression, which operate by seeking to retrieve precise numerical values from related variables (Fig. 7). It is by exploiting the different Gephi algorithms to enrich the data corpus that this machine learning model was able to have enough elements to find the targets.

Fig. 7. Functioning of the Elastic-Net Classifier

The algorithm is iterative and proceeds through successive improvements. At each point, a movement is made along a descent direction in order to decrease the function. The movement along this direction is determined by the numerical technique known as linear search. In order to reduce overfitting, the algorithm used integrated penalties, known as L1 and L2 regularisation (L2: Ridge/L1: Lasso).

Conclusion

We characterised micro-influencers by exploiting the betweenness centrality algorithm proposed by Gephi, which nonetheless generates many false positives to filter out. Once the Twitter accounts playing the role of micro-influencers were identified, we were able to ‘train’ an automated system for AI-based detection, which uses several dozen AI models in parallel. It is therefore possible to set up a system for detecting emerging topics driven by micro-influencers using the metrics of social network analysis.

On the studied data sets, corresponding to different actors and contexts, with national or local scope, we were able to demonstrate that micro-influencers transmit information from one community to another and are the source of the virality of certain topics. They cannot be detected by simple algorithms as their characteristics need to be verified. Therefore, by providing already qualified data sets to a supervised learning AI, it is possible to find them using Gephi variables.

Two avenues can be explored to extend this type of work. The first would apply to the detection of influence operations or information manipulation. For example, the Computational Propaganda Research Project at the University
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34 Not all variables will be relevant, however. Enriching the data too much will pose problems for the AI if the additional variables are not coherent with the rest of the corpus, or more simply, if the calculations proposed by the tool turn out to be incorrect.
of Oxford has defined a ‘Twitter manipulation coefficient’ which makes it possible to evaluate whether exchanges on the social network have been manipulated on a specific topic.\textsuperscript{35} By combining this algorithm with the detection of micro-influencers, it would then become possible to greatly refine the detection of the spread of fake news\textsuperscript{36}. The second avenue would be to distinguish between retweets and mentions in the analysed Twitter data sets. In this context, Visibrain has implemented this functionality in its data exports in 2021, which distinguishes supporters (retweets) and critics (mentions) within a community. This distinction would allow for better consideration of the role of micro-influencers in AI training and their respective weights in exchanges, as demonstrated by the study of the Marrakech Pact.
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*Streszczenie. Wykrywanie potencjalnie popularnych tematów na Twitterze było przedmiotem wielu badań, kilka zaś platform monitorujących oferuje swoim użytkownikom alerty dotyczące pojawiających się tematów. Jednakże, rozwiązania oparte na analizie semantycznej publikacji są często nieprecyzyjne i nieskuteczne. W artykule, powstałym w związku z prowadzonym projektem badawczym, proponujemy metodologię opartą na zastosowaniu sztucznej inteligencji do metryk z Social Network Analysis, która analizuje dynamikę wymiany w sieciach społecznościowych. Zidentyfikowaliśmy ‘mikroinfluencerów’, przejawiających aktywność w sześciu tematach społecznych. Mikroinfluencerzy są zainteresowani nowymi tematami przed

Resumen. La detección de temas potencialmente populares en Twitter ha sido objeto de numerosas investigaciones; diversas plataformas de monitorización ofrecen a sus usuarios alertas sobre temas emergentes. Ahora bien, las soluciones basadas en el análisis semántico de las publicaciones suelen ser imprecisas e ineficaces. En el presente artículo, que es el producto de un proyecto de investigación, proponemos una metodología basada en la aplicación de la inteligencia artificial a las métricas del Social Network Analysis, que examina la dinámica de los intercambios en las redes sociales. Identificamos los microinfluenciadores activos en seis temas sociales. Los microinfluenciadores se interesan por los nuevos temas antes que los líderes de opinión, y su activismo les permite ser percibidos fuera de sus comunidades: son, por tanto, los precursores de la viralidad de los nuevos temas emergentes en la esfera pública. Al aplicar la inteligencia artificial a las decenas de indicadores que ofrece el software Gephi Social Network Analysis, definimos un modelo de aprendizaje automático capaz de identificar eficazmente a estos microinfluenciadores. Con este fin, hemos utilizado una herramienta innovadora que permite comparar la eficacia de decenas de modelos de aprendizaje automático.


Резюме. Выявление потенциально популярных тем в социальной сети Twitter является предметом многочисленных исследований, а ряд мониторинговых платформ предлагает своим потребителям сообщения о появлении новых тем. Однако решения, основанные на семантическом анализе сообщений, часто оказываются неточными и неэффективными. В данной статье, являющейся результатом проведенного исследовательского проекта, мы предлагаем методику, основанную на применении искусственного интеллекта к метрикам Social Network Analysis, которая исследует динамику обмена информацией в социальных сетях. Мы выявили «микроинфлюенсеров», проявляющих активность по шести социальным темам. Микроинфлюенсеры интересуются новыми темами прежде чем лидеры обсуждений, и их активность позволяет им быть замеченными вне своих сообществ: таким образом, они являются преимущественно популярных новостей появляющихся тем в публичном пространстве. Применение искусственный интеллект к десяткам показателей, предлагаемых программой Gephi Social Network Analysis, мы определили модель машинного обучения, способную эффективно выявлять такие микроинфлюенсеров. Для этого мы использовали инновационный инструмент, позволяющий сравнивать эффективность десятков моделей машинного обучения.